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Abstract This paper is about building robots that get better through use
in their particular environment, improving their perceptual abilities. We ap-
proach this from a life long learning perspective: we want the robot’s ability
to detect objects in its specific operating environment to evolve and improve
over time. Our idea, which we call Experience-Based Classification (EBC),
builds on the well established practice of performing hard negative mining
to train object detectors. Rather than cease mining for data once a detec-
tor is trained, EBC continuously seeks to learn from mistakes made while
processing data observed during the robot’s operation. This process is en-
tirely self-supervised, facilitated by spatial heuristics and the fact that we
have additional scene data at our disposal in mobile robotics. In the context
of autonomous driving we demonstrate considerable object detector improve-
ment over time using 40km of data gathered from different driving routes at
different times of year.

1 Introduction

Object detection forms one of the cornerstones of autonomous operation in
complex, dynamic environments. Whether it concerns the detection of assets
for the purpose of infrastructure survey, the detection of wares and co-workers
for applications in logistics, or the detection of other traffic participants in an
autonomous driving context, object detectors need to provide fast, reliable
performance across a number of workspaces. This is explicitly encouraged in
the machine vision community as witnessed by, for example, the ImageNet
Large Scale Visual Recognition Challenge [6].
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However, while much progress is being made, error rates of state-of-the-
art approaches are still prohibitive, particularly for safety critical applications
(e.g. [1] for the case of pedestrian detection). This is often due to a significant
amount of variation in the negative class which, in reality, is not captured
in the training data. While it is relatively easy to obtain negative samples,
computational limits imply that we should only include ones that have a large
effect on the decision boundary. The standard method for obtaining relevant
negative samples is known as hard negative mining (HNM) [25, 13], which
is commonly used to bootstrap the underlying classifier used in an object
detector. HNM is widely considered a mandatory part of detector training,
where the classifier is first trained on the original training data and then used
to perform object detection on a labelled dataset. False positives are identified
using the ground truth labels provided and included for classifier retraining.
This provides considerable improvement over the original detector, but the
data used for negative mining strongly influences the resulting performance
due to dataset bias [28, 21]. In robotics, where we have a limited range of
operation and are not as concerned with general performance, biasing the
detector’s performance to our workspace is a powerful tool.

In robotics, in order to improve performance for a particular application,
scene context — obtained through online sensing or contained in (semantic)
map priors — is commonly leveraged as a filter (e.g. [15, 24]). Typically, this
takes the form of discarding detections as spurious if certain validation criteria
are not met (e.g. a car needs to be found on or near a road [22]).

In this work we also exploit scene context to validate the detections
obtained. However, we advocate a radically different detector deployment
model from the status quo, which leads to self-supervised and environment-
dependent performance improvement over the lifetime of the detector. This
reflects our desire for lifelong learning systems which excel in a robot’s specific
application domain instead of providing mediocre performance everywhere.

Our approach, is from one perspective, a simple and straightforward one
and yet it brings remarkable and profound benefits to our problem domain:
some applications of embedded perception can afford to trade generality for
specificity. Robotic agents should adjust to a vanishingly small subset of all
possible workspaces: the ones they operate in, or ‘experience’, on a daily
basis.

Inspired by hard negative mining, we continue to train our detectors in
a self-supervised learning by exploiting scene context from the robot’s op-
erating environment. This is achieved by continuously feeding back into the
training process of the detector any false positives identified by a validation
step throughout the lifetime of the system. We call this process Experience-
Based Classification (EBC).

In effect, EBC automatically trains detectors for specific operating envi-
ronments. While this may lead to overfitting to the background encountered,
we argue that this is exactly what is required in mobile robotics where au-
tonomous agents often traverse the same workspace over and over again.
In fact, EBC relies on this behaviour and, inspired by recent work in the
vision community such as [7], exploits similarities in geo-spatially related lo-
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Fig. 1: Images from the same route at two different times of year (January
and May) on which we performed pedestrian detection. While the pedestri-
ans look similar in all images, the background class is quite different, with
visible seasonal effects. This suggests the need for environment-dependent
classifiers. False positives are shown in purple, while true positives have a
yellow bounding box. A few iterations of EBC over the course of a few days
show great improvement.

cations. Furthermore, the self-supervised, operational nature of this approach
means that it can incorporate considerably more data in training than con-
ventionally performing HNM on small canonical datasets. This opens up the
possibility for life-long learning on robot perception, building up a collection
of environment dependent object detectors over the robot’s lifetime.

EBC is agnostic to the application domain, detection framework and object
class considered. However, in this paper we frame the discussion in the context
of pedestrian detection for autonomous driving (see Figure 1). We utilise
the fact that object detection is often performed alongside navigation and
that current navigation solutions localise against a previously-acquired map
[14, 3, 23]. This provides the scene context for EBC.
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2 Related Work

One common approach to pedestrian detection from monocular imagery
utilises a linear SVM classifier on Histogram of Oriented Gradients (HOG)
features [5]. The use of a linear model permits efficient sliding window compu-
tations [9] when a sliding window detector is implemented using this classifier.
More recent work in pedestrian detection has extended this to use alternative
feature types such as Aggregate Channel Features (ACF) [8], or alternative
classifiers such as Latent SVMs with deformable parts models [13], and deci-
sion trees with Adaboost [1]. For our sliding window detector, we elected to
use the same feature type as the current state of the art pedestrian detector
(Aggregate Channel Features), but with a simpler linear classifier model and
a reduced number of scales.

3D scene information has been primarily used in object detection to gener-
ate Regions of Interest (ROIs). For example, a ground plane computed from
stereo imagery can provide a search space for detections (e.g. [15, 24]), or
enforce scale [16]. Enzweiler et al. [10] extend this idea by maintaining a
height-based representation of the local environment to generate ROIs, and
Ess et al. [11] jointly infer the depth, ground plane and object detections.

Instead of generating ROIs to present to our classifier, we invert the order
and apply scene information after we compute detections. While both ap-
proaches provide us with a set of valid positive classifications, this ordering
also allows us to obtain a set of informative negative data samples that can
be used for detector improvement.

As mentioned in the introduction, the conventional approach for obtain-
ing these hard negatives when initially training a detector is Hard Negative
Mining (HNM), performed on a labelled training dataset. Initially introduced
by Sung and Poggio [25] as a bootstrap method for expanding the training
set, Felzenszwalb et al. [13] tailor it for structural SVMs by defining ‘hard’
negatives as examples that are incorrectly classified or within the margin of
the SVM classifier. HNM has also been used for multiclass object detection
[20], where positive samples of other classes can serve as hard negatives.

Instead of HNM, Hariharan et al. [18] suggested training Linear Discrim-
inant Analysis (LDA) classifiers with an extremely large negative class. This
was made possible for SVM classifiers by Henriques et al. [19], who used
block-circulant decomposition to train with an approximation to the set of
all negative samples from a series of images. In effect, training with a vast set
of negatives reduces the need to specifically mine for hard negatives. While
efficient, the training remains limited by computational resources, and does
not escape the core requirement of labelled data.

This prior work on HNM is complementary to our work on EBC. HNM
still forms a critical step when initially training a detector, and EBC builds
on this to continue bootstrapping the detector to the robot’s operating envi-
ronment. In addition, many of these techniques to extend HNM could equally
be applied to EBC. This paper is an extension of a previous workshop paper
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[17], which showed that EBC is comparable to HNM on the same labelled
data. Here we consider the effect of place and season on life-long learning.

In all these approaches, labelled data are used to identify negative samples.
While the labelling effort may be tolerated for individual datasets, real-world
operation is subject to variation from seasonal, lighting and environmental
changes. This has a significant impact on detection performance, but manu-
ally labelling data for all of these scenarios is impractical for life-long learning
in robotics. EBC is able to meet these requirements by identifying relevant
samples in a self-supervised manner.

We share some similarities with the concept of group induction [27], where
self-supervised training is performed by alternating between classifying un-
labelled tracks and incorporating the most confident positive classifications
in retraining. Our approach differs by the fact that we use an external sig-
nal in the form of an environmental prior to provide labels for the whole
scene. This allows us to focus only on hard samples and provides a means to
automatically train our detectors for specific environments.

3 Framework Description

EBC augments a standard perception pipeline by introducing a scene filtering
step after object detection, a memory bank of negative samples and classifier
retraining. Our implementation of this system is depicted in Figure 2. The
following sections describe the function of each component in further detail
and provide specific information about our implementation.

3.1 Object Detector

In general terms, an object detector processes a data stream and produces
detections. EBC serves as a wrapper for this, providing additional training
samples for lifelong improvement. In this work we employ a linear SVM clas-
sifier to classify whether an image patch is part of the positive class or the
negative class. Given an input image, we first compute features for the entire
image, and then employ a sliding window approach to obtain classification
scores. Multiscale detection is performed by resizing the image and repeating
the process. Finally, non-maximal suppression is used to filter out overlap-
ping detections. The output is a set of bounding boxes which correspond to
subwindows that score above a threshold, which are deemed to be positive
detections. Further detail on the object detector specifics can be found in
Section 4.
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Fig. 2: The EBC architecture implemented in this paper. (a) An object de-
tector provides detections based on the image feed. (b) A scene prior is used
to filter out detections that do not touch the ground plane or have an unex-
pected scale. (¢) Rejected samples are stored. (d) The detector is retrained at
the end of an experience using additional rejected samples. The EBC detec-
tor improves through successive outings as it automatically adjusts to what
it experiences.

3.2 Scene Filter

The scene filter is a core component of the EBC framework. Given a set of
detections, the scene filter employs local context to filter out false positives
according to strong heuristics. Accepted detections are passed on to the re-
mainder of the perception pipeline, while rejected detections are stored in the
memory bank. Since the rejected samples are detections that scored highly
in the previous step these are by definition hard negatives.

Given localisation information and a 3D scene prior, we first look up the
local ground plane for our current location, then project the local ground
plane into the image. This is used by a first filter, which rejects detections
that lie off the ground plane for the current navigation frame. Our second
filter then projects each remaining bounding box into the 3D scene to ensure
detections are of a viable scale. The application of these heuristics is illus-
trated in Figure 3. The scene filtering step should be conservative to avoid
rejecting a valid detection (true positive), which may lead to semantic drift
[4]. The goal of this filtering component is to reduce the number of false
positives while not introducing false negatives.
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Fig. 3: An illustration of the scene filter employed in this work, using locali-
sation information and heuristics such as scale and ground correction.

3.3 Memory Bank and Retraining

The final step of the EBC cycle augments the original training set with the
rejected samples and retrains the classifier model. Since these additional neg-
atives are obtained during operation, each subsequent training cycle further
adapts the classifier to the specific environment. It should be noted that data
streams gathered from mobile robotic platforms tend to be spatially and
temporally correlated. This can cause problems in retraining as most classi-
fiers assume independent, identically distributed data. Subsampling may be
required to avoid these issues.

4 Experimental Evaluation

4.1 Methodology

We seek to evaluate the implications of an object detector learning from the
environment it experiences. We do this by taking a common baseline detector
model, then use this to train separate detectors for different classes of data,
comparing their performance on test datasets from these same classes. To do
this, we put a baseline pedestrian detector through successive training cycles
on urban driving datasets gathered from two different routes in Oxford at
different times of year. We anticipate that the detector which has learned
from operating data which most closely matches the test data (place and
season) will perform the best, as the detector becomes fitted to the operating
environment.
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A single experiment consisted of the baseline detector being presented with
driving data from successive days, with a detector retraining step between
each dataset. This process follows the EBC system architecture diagram in
Figure 2. For a given detector model, the image data from the single specified
urban driving dataset was processed to compute detections. The detections
were then processed by the scene filter to validate or reject the samples ac-
cording to spatial heuristics. The resulting negative samples were then sam-
pled (taking the top 10 false positives from a random frame in every second
of time), aggregated with prior rejected negative data samples, then used to
retrain the detector along with the original training data. The negative data
was weighted to ensure the class balance from the original training data was
maintained.

Each experimental run was evaluated against a manually labelled test
dataset which shared the same location and environmental conditions as one
of the training categories.

4.2 Baseline Detector

Our baseline pedestrian detector used a classifier trained using LIBLINEAR
[12] on the INRIA Pedestrian Dataset [5] with Aggregate Channel Features
and a similar training methodology to [8]. We performed ten-fold cross valida-
tion on a training set consisting of 1237 cropped positive pedestrian samples,
and 12180 sampled negatives (10 windows per negative image). The final
step in the detector training process is a bootstrapping step consisting of ten
consecutive cycles of HNM using the INRIA negative images. In each HNM
cycle the classifier was presented with 10000 random negative cropped sam-
ples extracted from the negative images. Misclassified ‘hard’ negatives were
saved and used as additional training data to retrain the classifier.

4.3 Datasets

To show the impact of environmental variation and to evaluate our self-
supervised learning approach, we used twelve different urban driving training
datasets gathered with a Bumblebee2 stereo camera mounted on our Wildcat
vehicle (Figure 4a) driving around Oxford. These unlabelled datasets were
gathered from two different routes from successive outings at different times
of year. We allocated these datasets to three categories based on the route and
time of year (season), with 4 training datasets per category. These categories
are referred to in this section as North Oxford January, North Ozxford May,
and Central Ozford August. A map of the routes is provided in Figure 4b,
with no overlap between the North Oxford and Central Oxford routes. For
all datasets, we used only the left stereo image with a capture rate of 20Hz.
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For evaluation, we used an additional manually labelled test dataset from
the North Ozford January category. This provided a total of 40km of unla-
belled training data and 2km of labelled test data. The datasets are sum-
marised in Table 1.

Route Train 1|Train 2| Train 3|Train 4| 287 | Test
Total
Distance (km) 2.60 2.01 1.92 1.92| 8.45|1.99
North Oxford January| Image frames | 12782 9436 8172| 8215 38605(9155

Time (min) 107]  7.86| 681 6.84| 322|763
Distance (km) 1.43 1.95 1.01 1.01 5.40 -
North Oxford May |Image frames 6066| 8676| 4001| 3977| 22720 -

Time (min) 5.06 7.23 3.33 3.31| 18.9 -
Distance (km) 6.91 6.79 6.68 6.56| 26.94 -
Central Oxford Image frames | 36472| 27720| 27607| 23463[115262 -
Time (min) 30.4 23.1 23.0 19.6| 96.1 -

Table 1: A summary of the datasets used for training and evaluation.

Fig. 4: The Wildcat vehicle (left) used to gather the image data, and a map
(right) depicting the routes for our datasets, where we gathered images in
January, May, and August. The difference in time of year provided seasonal
variation, which affects the visual appearance of the scene. The two North
Oxford routes, illustrated in blue, provided variation in season, and the Cen-
tral Oxford route, depicted in red, provided a difference in location.

4.4 Results

We trained three different detectors from the same starting base detector, one
per category. These detectors are referred to by their category name: North
Ozford January and North Ozxford May, and Central Ozford August. Each
detector was evaluated against a separate test dataset also derived from the
North Oxford route during January.
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Fig. 5: The precision-recall (left) and miss rate-false positives per image
(right) performance of the detector during learning, tested on the North Ox-
ford January data. The PR curve performance increases with the first three
datasets observed, moving to the top right corner of the graph. This then
settles with a very slight performance drop on the fourth dataset. The same
trend is visible in the MR-FPPI graph with the curves moving to the lower
left corner.
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Fig. 6: The average precision (obtained by computing the area under a PR
curve) for three detectors trained using EBC, evaluated on the North Oxford
January test dataset. Learning from operating on the same route (North
Oxford) improves performance over the baseline detector, with the detector
shown data from the same season as the evaluation set performing the best
(January). The detector which learned from operation on a different route
and time of year (Central Oxford August) does not improve performance.
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Fig. 7: The average precision (obtained by computing the area under a PR
curve) for a detector trained using EBC on all datasets (both routes), eval-
uated on the North Oxford January test dataset. The detector shows a per-
formance improvement with January data, but drops as it incorporates data
from dissimilar environments, changing seasons to May, then changing route
and season to August.

Firstly, the results in Figure 5 show that we are able to improve the per-
ceptual performance of a detector by training it on data gathered from the
environment it operates in. However place is clearly important in Figure 6.
We see that both detectors trained in the same place (North Oxford) im-
prove notably in performance, whereas the detector trained in a different
place (Central Oxford) does not.

Secondly, the same figure shows that there is a seasonal effect in addition to
the spatial similarities. There are clear perceptual differences between the two
North Oxford seasons, and a detector trained on a driving route in January
has improved performance when operating in January compared to a detector
which learned from the same driving route in May.

These results support our argument for experience-specific classifiers. How-
ever, while it is clear that a detector trained for its operating environment
is better than the general baseline detector, this raises questions around the
necessary spatial and temporal resolution for these experiences in robot per-
ception. To confirm the value of experience-specific classifiers, we also inves-
tigated the effects of simply amalgamating all the training data into one clas-
sifier, with all twelve datasets processed in temporal order (January through
August). The results in Figure 7 show that this detector is not comparable
to the detector trained only on data from the same place and season as the
evaluation data, with performance degrading substantially as dissimilar data
is observed and learned. This result adds further weight to the argument
for training place dependent classifiers, and emphasises the need for research
into what defines a ‘place’. Our trials considered a small set of possible places
and conditions, and it is likely that experiences in robot perception will be
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influenced by more than simply season and route. These factors could include
weather, lighting, and additional environmental changes such as traffic.
Finally, we note that we have only showed the raw detector performance
in our experimental trials. Since the scene filter is already incorporated into
the EBC framework, we can also validate our detections while running online
if a 3D scene prior and localisation information is available. The performance
increase from the scene filter on the detector’s output decreases over succes-
sive training cycles, with a large initial improvement tapering off to a very
small difference by the end of our trials in Figure 8. The small difference
at the end may be attributed to the fact that the ACF model is sufficiently
expressive to cover what the current scene filter is able to invalidate. Further
investigation is needed into the unintended slight drop in precision at higher
recall when using the scene filter. Additional checks may be needed to achieve
better results, potentially including computationally expensive offline checks.

Base detector
0.9 Validated base detector
Final detector
Validated final detector

o
n

Precision

0.8 1

0.4 0.6
Recall

Fig. 8: Performance increase provided by the scene filter (referred to as ‘val-
idating’ a classifier) when applied to both the base classifier and the final
EBC detector on the North Oxford January test dataset. The invalidated
data from the scene filter facilitates learning from the environment.

5 Conclusions

Though general object detection remains a noble goal, applications in robotics
tend to be constrained to particular operating environments. We can exploit
this fact to obtain practical systems which excel in a specific application
domain. This is a major step towards reliable performance for real-world
safety-critical systems. In particular, we make use of scene context to validate
detections, and feed the rejected samples back to retrain the detector. This
augmentation to the standard perception pipeline provides self-supervised
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environment-dependent improvement over the lifetime of the system. We call
this process Experience-Based Classification.

Using urban driving data, we demonstrate that EBC provides a means to
improve a general baseline object detector beyond what conventional nega-
tive data mining on a training dataset achieves. This suggests great utility in
training experience-specific classifiers, potentially leading to life-long learn-
ing in robot perception without the need for human assistance. Perceptual
systems benefit from being trained to suit the local environment and their
performance varies as the robot experiences different environments.

Our experimental results show that environment-specific tuning provides
benefits in performance at the cost of generality, but the results raise a num-
ber of research questions, primarily around what defines a robot’s perceptual
experience. While we manually divided the datasets here, we require an au-
tomated method to determine when to train new classifiers based on some
metric of difference between perceptual experiences. This could be achieved
through localisation, with a new detector model for every small map segment.
However this approach would not accommodate normal variation in weather,
lighting, and seasons. We believe that there is some benefit in pursuing a
data driven approach, transferring classifiers to different locations with simi-
lar observed environmental conditions. Probabilistic topic modelling [2] offers
a possible mechanism for this. Finally, as we desire lifelong learning, we must
address the issues of positive mining [26], further scene filter checks (including
expensive offline checks), semantic drift [4], and when to ‘forget’ data.
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